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Reverse network diffusion to remove indirect noise for better inference of gene regulatory networks

One-Sentence Summary:
• Denoise gene regulatory network with the reversed diffusion process defined by random walk on graph.

• diffusion process defined by random walk on graph: proposed as Network Refinement (Yu et al. 2023)

• reversed diffusion process defined by random walk on graph:

Task: Denoise gene regulatory network
• Input: noisy observed network 𝐺𝑜𝑏𝑠
• Output: direct network 𝐺𝑑𝑖𝑟

Method: REverse Network Diffusion On Random walks (RENDOR) (Network Diffusion ≠ Generative Diffusion)

Benchmark: Dialogue on Reverse Engineering Assessment and Methods (DREAM)
• DREAM provides high-confidence networks for E. coli and S. aureus, each comprising ∼1,700 transcriptional interactions at a 

precision of ∼50%.
• E.coli: experimentally validated interactions from a curated database (RegulonDB16)
• ChIP-chip: a high-confidence set of interactions supported by genome-wide transcription-factor binding data
• S. cerevisiae: evolutionarily conserved binding motifs
• in silico data

https://www.nature.com/articles/nmeth.2016#ref-CR16
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Network Diffusion
• Describe the movement process of 

entities or states in the network
Generative Diffusion

• Uses diffusion and denoising processes 
to generate high-quality data

https://www.nature.com/articles/nmeth.2016#ref-CR16
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no relevant description in method
not exist in the pseudo code

Input:
Noisy Network

Output:
Denoised Network
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Reverse network diffusion to remove indirect noise for better inference of gene regulatory networks

Summary Related Works Methodology Main ResultsBackground

Goal: Enhance signals in network
Method: global network diffusion process defined by 
random walk on graph
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Methodology (code from github)
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Experiments

Reverse network diffusion to remove indirect noise for better inference of gene regulatory networks

on DREAM5 dataset



Conclusion

Reverse network diffusion to remove indirect noise for better inference of gene regulatory networks

• In this work, authors propose RENDOR, a novel denoising approach for improving the accuracy of 
network inference.

• RENDOR is designed to handle noisy networks affected by indirect effects. 
• effectively models higher-order indirect interactions between nodes through network 

diffusion, employs reverse network diffusion to eliminate indirect effects, and outputs 
refined networks containing only direct signal edges.

• Through comprehensive evaluations on both simulated noisy networks and real GRNs, the 
authors demonstrated that RENDOR consistently outperforms alternative denoising methods for 
GRN inference, enhancing the inference accuracy by effectively mitigating the impact of indirect 
noise.


